I ntroduction

Theory

VA Linux System’'s RAID Monitor (VARmMoON)

VVARmon provides the ability to quickly and easily determine the status of alarge or small RAID
system. It also provides some RAID administration utilities for knowledgeable users The name
VARmMon itself stands for VA Linux Systems RAID Monitor.

VVARmon provides a graphical management tool for the Mylex controller products offered by VA
Linux Systems. Y ou can useit for:

»  viewing the current status of drives and the controllers attached
* rebuilding drives
» marking drives online and offline

*  running consistency checks

VARmMonN also displays statistics from:
* multiple Mylex RAID cards (up to 8)

* multiple physical drives (up to 45 with a maximum of three SCSI channels with 15 physical
devices each) per card

» multiplelogical drives (up to 32) per card

Note: You must run VARmon with superuser privileges.

VARmMonN uses communications read by the driver in the /proc directory. It parses the datainto
structures which are presented to the user. The information presented to the user is automatically
refreshed every 1.5 seconds.
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Installation

Using VARmMon

The VARmMon program uses the Linux DAC960 driver that is part of every VA Linux System
software load. The VARmon program requires that the DAC driver be at version 2.0.0 or 2.2.0
minimum revision level.

To start VARmon, follow these steps:
1. Open an terminal with xterm, eterm or a similar window.

e Windows set in Xwindows for viewing VARmMon must be at least 80 by 25 characters
wide.

2. Enter this command: varmon.

=< ¥A RAID Monitor (¥ARHon}
Yer, 1.0.0 by Drapan Stancevic <visitor®val inux.com?

[»=

Devices

Card: DAC1164P PCI Bus: 3
Channels: 3 Device: 8

Memory:  32HB Function: 0

Firwware: H.07-0-07 IRA:= 19

Controller Settings PCT Address: 0=k 421 0000

Cortroller @ Depth:128 Happed Lo: QxBB00 0000

Driver O Depth: 127 SAF-TE Information

Stripe Size: BB |CO FanO:0N Fanl (M Fan? :NONE
Segment Size: gHE CO Temp0:39 °C Templ:=33 °C
Max Block/Command: 128 CO Poweart:0N Powerl :N/A

Max Scatter/Gather:33

BIOS Geometry: 20563
SAF-TE:- M

futhor :Leonard M. Zubkoff
Ver.: 2.2.4

Hernel =2 . 2,12-?9.45mp
Host: ecolate

Figurel VARmon Status Menu
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All RAID controller cardsin the system detected at powerup are shown in the left column. As
Figure 2 shows, you can view information about the controller highlighted in the left column by
selecting from the tab menu selections along the upper right side of the screen below the credits.
Initially, the status menu tab is active and its information is shown in white lettering on a blue
background.

Figure2 Tab Menu Selections Apply to Highlighted Card

The inactive tab menu selections are displayed in yellow. They are:

» Devices
* Arrays
*  Expert

Begin by using the right and left arrow keys to highlight the different tab menus.

Theinitial status menu presents information about the highlighted RAID card. If your immediate
concern is the status of afailing drive, use the right arrow key to highlight the Devices tab, and
check the status of the drives attached to that card.

Note: Note that as you move the cursor with the right arrow key the Devices tab menu turnsto
white.

See the following tables for information key use and visual indicatorsin VARmMon.
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Tablel Visual Indicators
Color or Symbol Meaning
White Tab Active menu
Yellow Tab Inactive menu

Yellow deviceor card  Array or card in RAID array in critical state. Either afailure has
occurred or arebuild is underway

Red device or card A drive or card has failed, and the associated data has been lost, if it
wasn't backed up.

Greendeviceor card A drive or card is functioning normally.

Use the following keys for VARmMon menu selections:

Table2 VARmMon Key Use

Key Use

Up and down arrow keys RAID card selection
Right and left arrow keys Tab menu selection
<Enter> Select highlighted choice
<Esc> Exit current selection
<r> key Refresh screen
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Status Tab

The status tab selection provides status about the card’ s properties and settings. In the detected
cards column, all the Mylex cards that are detected at powerup are shown.

=<| WA RAID Monitor (¥ARMon} |3=
v 1.0.0 by Deapan Stancevic <visitor@val inume.com?

Devices

Arrays Expert
letected cards
: DAC1164P PCIL Bus: 3

IACT164P 3C] Channels: 3 Device: 8
Memory:  32ME Function: 0
Firwware: H.07-0-07 IRA:= 19
Controller Settings—— PLI Address: 0=k 421 0000
Cortroller @ Depth:128 Happed Lo: QxBB00 0000
Driver O Depth: 127 SAF-TE Information
Stripe Size: BB |CO FanO:0N Fanl (M Fan? :NONE
Segment Size: gHE CO Temp0:39 °C Templ:=33 °C
Max Block/Command: 128 CO Poweart:0N Powerl :N/A
Max ScatterfGather:33
BIOS Geometry: 20563
SHF-TE: i,
General Driver Info———
futhor :Leonard M. Zubkoff
Ver.: 2.2.4
Hernel =2 . 2,12-?9.45mp
Host: colate

> = Refresh | <RETURN> - Lock

Figure3 Status Tab

This menu is provides information about the controller settings. Most of the information in this
screen is gleaned from the driver, however, several itemsin the Status menu require further
explanation:

BIOS Geometry The 255/63 setting indicates that a software geometry fix isin place to support
SCSI hard drive that are larger than 8 GB in size.

SAF-TE InformationFor enclosures that support the SAF-TE (SCSI Accessed Fault Tolerant
Enclosure) monitoring protocols such as the FullOn 2x2, temperature
readingsand fan status from the sensorswithin each chassis. |nthe example
shown above, the status from a single enclosure is displayed. If multiple
chassis are attached, the status from each (up to three) is displayed.
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DevicesTab

When you select the Devices tab, you view status information about the SCSI hard drives
connected to each SCSI channel. The information is presented in the form:
CH stands for SCSI Channel

ID stands the SCSI |D number of a SCSI hard drive

The status (STAT) codes are:

ONL isonline

SBY is standby

DED is dead

WON iswrite only (thisindicates that the drive isin the rebuild process)
Size isthe sizein GB of the applicable SCSI hard drive

Note: The SCSI hard drive sizein GB shown by VARmon will be smaller than that cal culated by
the SCSI hard drive manufacturer. Manufacturers cal cul ate a GB to be 1,000,000,000 byteswhile
VARmMon calculates a GB to be 2%.

In this menu:

» greenindicates that the logical drives defined by the indicated card are functioning correctly
» yellow indicates the logical drives defined by the indicated card are critical

» redindicates the presence of drives defined by the indicated card that are dead
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Yer. 1.0.0 by Dragan Stancevic <visitorBvalinux.com>

Status rl.'levlcw-l Arrays Expert

letected cards
ACH:ID STAT 5ize CH:1 No Devices LH:2 Ho Devices

DAC1164P 30

0:1 ONL 17.1GB

0:2 ONL 17.1GB

4:3 ONL 17.1GB

0:4 DNL %7.1GE

0:9 Fullon 2x2

Figure4 Devices Tab
Figure 4 shows four SCSI hard drives connected to asingle Mylex SCSI controller channel.

Note: Figure 4 shows the FullOn 2x2. In the FullOn 2x2, the SAF-TE midplane uses SCSI ID 9,
so the STAT and Size categories are not applicable to this listing.
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Medplane s SCEIRD 5

SRS 2

Figure5 FullOn 2x2's Removable SCSI Hard Drive ID Numbers

Example of Hot-swap Hard Drive Removal

When a hard drive fails, console messages similar to the following appears:
DAC960#X: Physical Drive X:X isnow DEAD

If you remove a hot-swap drive, console messages similar to the following appear:
DAC960#X: Physical Drive X:X killed because it was removed

DAC960#X: Physical Drive X:X isnow DEAD

The RAID controller detects the drive failure and continues to operate in adegraded mode. If you
you check the Devices screen, thefailed driveis shown in red followed by a*. Also, if you check
the Arraystab, the applicable array might have entered acritical state as shown in Figure 8. If you
have the FullOn 2x2, the LED on the hard drive carrier displays solid red as shown in Figure 6.
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=41 VWi RATD Monitor (VARMond 13-
Yer. 1.0.0 by Dragan Stancevic tvisitorBvalinux.com?

Status I—ﬂevicw-l

CH:TIN STAT Size CH:1 Mo Devices CH:2 Ho Devices

Arrays Expert

@:1 ONL 17.1GB
0:2 ONL 17.1GB

0:4  OHL 1?.15%

0:9 Fullon 2x2
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=

Figure6 Dead Drive

Fied LET)

Figure7 FullOn 2x2 Drive Status Red LED Location
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The console displays:

DAC960#X: Logical Drive X (/dev/rd/c0d0) is now critical

=< | YA RALD Monitor (¥ARMond 3=
| Yer, 1.0.0 by Dragan Stancevic <visitor®valinu.com? |

Expert.

tatus Nevices [Hrraus-l

te

DAC116-P=30

E¥ STAT Size Opt Level

Gd¢ CRT# G51.36E MWE RATD-5

- Refresh | <RETURN} - Lock
Figure8 Array In Critical State

After you replace the drive, the SCSI hard drive spins up and the array is automatically rebuilt.
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=4 | WA RALID Monitor (YARKon} 3=
| Yer. 1.0.0 by Oragan Stancevic <visitorBvalinux.com>
| Status rl]evlce:s-l Arrays Expert.

é CH:ID STAT Size CH:1 Mo Devices CH:2 Mo Devices

DAC1164F 30

ONL 17 .1GB
ONL 17 .1GE
ONL  17.1GB
ONL  17.1GB
Fullon 22

===~
L= R e

| -

Figure9 Normal SCSI Drive Display

The LED on the hard drive turns to green during the rebuild.

Figure 10 FullOn 2x2 Green LED During Rebuild
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The console displays:
DAC960#X: Rebuild in progress: Logical Drive X (dev/rd X% completed)

If you highlight the Expert tab, you can monitor the progress of the array as it rebuilds as shown
in Figure 11.

=<1 ¥A RALID Monditor (YWARMond 3=

er. 1.0.0 by Dragan Stancevic ivisitor@valinux.coml?

Status Dewices Rrrays

rExpertrl

—CLommands Description i
Kill
Online The "Expert” tab allows you to manipulate |
Slandby current. RALD status. Use UR/DOHN arrows to |
Rebuild zelect & card than press ENTER to lock the |
Consislency selected card. 1
Cancel

bR

Figure11 Rebuild Underway
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Arrays Tab
The tab entitled “Arrays’ shows the status of each RAID array. Figure 12 shows this tab.

In this menu:

e green color indicates that the logical drives (same term as system drives) defined by the
indicated card are functioning correctly

¢ yellow color indicates the logical drives defined by the indicated card are critical
e red color indicates the presence of drives defined by the indicated card that are offline

=4 | ¥& RAID Monitor (VARHon} |3=

. 1.0.0 by Oragan Stancevic <visitorBvalinux

Status Devices [Hrrsgs1 Expert

etected cards

3 DEY  STAT  Size up{ Level
UACI164P 30 g

c0d0 ONL 51,368 WB RATD-G :

= ~ Refresh | <RETURN} - Lock 7
Figure12 Arrays Tab

13



VA Linux System's RAID Monitor (VARmMon)
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Expert Tab
The expert screen is shown in Figure X.

Warning: Asthenameof thistab indicates, theoptionsin thismenu arefor RAID experts.
If you makethewrong choices, your RAID array’sdatawill belost permanently unlessyou
have a working daily backup of the data on removable mediain place. If you aren’t sure
about the optionsin this section, don’t use this menu, go find an expert!

However, this menu is useful to all viewers because it shows whether or not aRAID array being
rebuilt, and if so, indicatesthelevel of rebuild completion. Asthe promptsindicate, select the card
that has hard drives connected that you wish to manage and press enter.

Use the following keys for menu selection in this menu:

Table3 Expert Tab Key Use

Key Use

Up and down arrow keys Select Kill, Online, Standby, Rebuild, Consistency and Cancel
options.

<Return> Select or “lock” highlighted choice

<Esc> Exit current selection

<r> key Refresh screen after DAC driver console messages
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=1 ¥A RAID Monitor (VARHon) 13=
| Yer. 1.0.0 by Drogon Stoncevic fvisitorBvalinux.com?

Status Devices firrays I—Expert-l

etected cards

—Commnarnds ntﬂ(ﬂ‘iptlun
i1
Online The "Expert” tab allows you to manipulate
Standhby current RAID status. Use UP/DOWH arrows to
Rebuild select a card than press ENTER to lock the
Lonsistency selected card.
Cancel

—MNo Rebuild or Consistency Check in Progress——

= Refresh | <RETURN> - Lock

Figure13 Expert Tab

Using the Kill Command

The kill command is an option in the expert screen. To kill adrive, follow these steps:
1. Selectacard, and pressenter.
2. Select thekill option as shown in Figure 14.
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=< ¥A RALD Monitor (VARMond |-

Yer. 1.0.0 by Oragan Stancevic {visitor@valinux.com?

s Status [evices Brrays [Exper“t-l

—Commands Description i
This command kills physical device(s) in the ||
Online chain.
Standby
Febuild Caution: device(s) you select will be marked
Consistency as DED, press ENTER to get into device
Cancel selection or ESC to exit from Command mode.

—No Rebuild or Consistency Check in Propress

Figure 14 Kill Option in the Expert Menu

3. Select the Devices tab and scroll to the hard drive that you wish to kill with the up and down
keys. Highlight the applicable hard drive. Figure 15 shows the third hard drive on the first
SCSI channel selected.

4. Pressenter tokill thedrive.

The console displays a message similar to the following:

DAC960#0 Physical drive X:XX is how DEAD

5. To go back to the expert tab options, and press esc.
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Honitor (¥ARMond | 3=
gan Steacevic <viaitor@valinug.com?

Status [Devices]

CH=ID STAT Size Ch:l No Devices CH:2 No Devices

Expert

Rrrays

1 ONL 17.1GE |
? 0ONL 17.1GRE

4 ONL 1/ ]
4 OHL 17.1GB
9 Fullen 22

Figure 15 Selecting a Drive

VVARmMon cautions the user about this choice as shown in Figure 16.
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=¢| ¥A RAID Honditor (WARMon) 3=
g Dragan Stancevi sitor@yvalinug.con’

Status I{Iievj_.'t:ea-l' fArrays Expert

CH:ID START 'ﬁ_.i.;E' CH:1 No Devices I;H:z Hcr.ﬂeu'ti;:es__

ONL 17.1GB
ONL  17.1GB
ONL  17.1GR

Figure 16 Kill Warning
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=4 | WA RALID Monitor (YARKon} 3=
by Oragan Stancevic {visitor@valinux.com>

evlce:s-l

Arrays Ezpert

STAT Size

CH:1 Mo Devices

CH:2 Mo Devices

ONL 17.1GB
ONL  17.1GB
ONL  17.1GB

Figure17 Notification of Successful Killing of SCSI Hard Drive ID 3

The Devices screen shown in Figure 17 now shows a DED* (dead) drive.
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=41 VA RAID Monitor (VARMon} 13—
| Yer. 1.0.0 by Dragan Stancevic tvisitorBvalinux.com?
Status I—ﬂevicw-l Arrays Expert

¢ CH:TIN STAT Size CH:1 Mo Devices CH:2 Ho Devices

G:1 ONL 17.1GB
2 ONL 17:.1GB
3 DED® 17.1GB
4
9

ONL 17 .1GE

0:
:
i
a: Fullon 2x2

Figure 18 Dead Drive

In the example shown above, the dead driveis swapped, and the rebuild to aspare SCSI hard drive
begins as shown in Figure 19. During the rebuild the spare SCS| hard drive is marked as being
accessible for writes only (WON) as shown in Figure 20.
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Figure 19

=<1 ¥A RALID Monitor (VARMond 3=
¥ by Dragan Stancevic (visitor@valinux.com

Consislency selected card.
Cancel

Nevices Frrays [EKpErtrl
—Commands Description i
Kill
Ondline The "Expert” tab allows you to manipulate |
Slandhby current RALD status, Use UP/DONN arrows to |
Rebuild zelect & card than press ENTER to lock the |

ve (Adev/rd/c0d0) is bein

Rebuild Underway
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= | VA RALD Monitor (VARMor) | 3=
Yer. 1.0.0 by Oragan Stancevic {visitor@valinux.com?

Status [Deuices1

: CH=ID STAT Size CH:1 No Devices CH:2 No Devices

Brrays Expert

Detected cards

9:1 ONL 17.1GB |
0:2 ONL 1/7.1GB i
ﬂ=3 WON  17.1GR
0z4 OHL 17.1GE
0:89 Fullon 2x2

Figure 20 Drive 3 Write Only During Rebuild
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Online Selection

1 ¥A RATD Monitor (¥ARMon) 13=

y Oragan Stancewvic Cvisitor@valinue.com?

Status Devices Fh-rnu: I—Expl:rt-l
i FCommands Descripticn |
41 Hill This cowmand Forces physical devicels) in the i
chain to become Online. i
Standby
Rebuild Caution: devicels) you select will be marked |
Consistency | as OML. press ENTER to pet into device |
Cancel selection or ESC to exit Frow Command mode.

Mo Rebuild or Consistency Check in Progress—— |

el -

Figure21 Online Selection from the Expert Menu

The online selection enables a SCSI hard drive.
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Standby Option

Configuring a standby SCSI hard drive enables an automatic failover when a SCSI hard drive
failure occurs. The standby drive needsto be of the same type as those in the array.

=41 ¥A RAID Monitor (YARHond |3>=
| L 1.0.0 by Dragan Stancevic <visitorBval inux.com>

Devices Arrays rExpert]
Description
This command forces physical dewice(s) in the
Online chain to become Standby.
ui Coution: devicels) you select will be marked

a3 SBY, press ENTER to get into device
salection or ESC to exit from Command mode.

Consistency
Cance]

—MNo Rebuild or Consistency Check in Progress——

Figure 22 Standby Option from the Expert Menu.
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Rebuild Selection

3=

=¢| Vi RAID Monitor (VARMond
¥er. 1.0.0 by Oragan Stancevic {wisitor@valinux.com?

Status Devices Arrays rExp-er't-l

& Comaands Description

| Kill This command initializes an asynchronous
Online rebuild on to a selected phdsical dovice.

Stand

Press ENTER to pet inte device selection or |
Consistency | ESC to exit from Command mode. |
Cancel ]

Mo Rebuild or Consistency Check in Propress——

Figure23 Rebuild Menu from the Expert Menu.

If you have hot-swapped anew SCSI hard drive into the chassis to replace a hard drive failure,
you could use the Rebuild selection to rebuild an existing array.
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Consistency Selection

=¢| ¥ RAID Honditor (MiRMond | 3=
Yer. 1.0.0 by Dragen Stancevic <visitor@valinue.com®

Status Devices

Arrays

[Expert]

—Commands Description
Kill This command initializes an asynchronous
Mnline process where the inteprity of redundant datas
Standhy on a selected RAID array is werified.
Rebuild

i aaet| | Press ENTER to get into array selection or
Cancel E5C to exit from Command mode.

—Mo Rebulld or Consistency Check in Propress——

= Refresh | <RETURN> - Lock.

Figure24 Consistency Option from the Expert Menu.

The consistency option initiates alow level hardware process in which the data on the SCSI hard
drivesis checked for soundness. For example, if acustomer brings anew SCSI hard drive online,
then a consistency check provides a method to increase confidence in the integrity of the array.
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Cancel Selection

=41 WA RAID Monitor (VARMond 13z
Yer. 1.0.0 by Dragan Stancevic TvisitorBvalinux.com?

I—Expert-l

2 [—Commands [escription

Status Devices Arrays

Kill This command cancels any rebuild or :
Unline consistency check in PTORTesE. d
Standby ;

Rebuild Press ENTER to cancel activity or ESC to exit |

Eurﬂisten::ﬁ from Cowmand mode.

Mo Rebulld or Consiastency Check in Propress——

=

Figure 25 Cancel Option from the Expert Menu

This selection is used to stop any rebuilds or consistency checks that might be underway.
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